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Abstract 

Background Structural variations (SVs) are a pervasive and impactful class of genetic variation within the genome, 
significantly influencing gene function, impacting human health, and contributing to disease. Recent advances 
in deep learning have shown promise for SV detection; however, current methods still encounter key challenges 
in effective feature extraction and accurately predicting complex variations.

Methods We introduce SVEA, an advanced deep learning model designed to address these challenges. SVEA 
employs a novel multi-channel image encoding approach that transforms SVs into multi-dimensional image for-
mats, improving the model’s ability to capture subtle genomic variations. Additionally, SVEA integrates multi-head 
self-attention mechanisms and multi-scale convolution modules, enhancing its ability to capture global context 
and multi-scale features. The model was trained and tested on a diverse range of genomic datasets to evaluate its 
accuracy and generalizability.

Results SVEA demonstrated superior performance in detecting complex SVs compared to existing methods, 
with improved accuracy across various genomic regions. The multi-channel encoding and advanced feature extrac-
tion techniques contributed to the model’s enhanced ability to predict subtle and complex variations.

Conclusions This study presents SVEA, a deep learning model incorporating advanced encoding and feature extrac-
tion techniques to enhance structural variation prediction. The model demonstrates high accuracy, outperforming 
existing methods by approximately 4%, while also identifying areas for further optimization.
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Introduction
Structural variations (SVs) are a major form of genetic 
variation, typically involving more than 50 base pairs 
(bps) in structural changes, such as deletions (DELs), 
insertions (INSs), duplications (DUPs), and inversions 
(INVs) [1]. Along with single nucleotide polymor-
phisms (SNPs) and small insertions/deletions (Indels), 
SVs are a major component of human genomic diver-
sity. However, due to the larger number of base pairs 
involved, their impact on gene function and human 
health is often more significant [2]. For instance, repeat 
sequence expansion can lead to gene overexpression, 
causing abnormal protein accumulation, which may 
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result in diseases such as Parkinson’s disease [3] and 
Alzheimer’s disease [4]. Furthermore, gene deletions 
affecting the expression of essential genes can lead to 
abnormalities in brain structure and function, closely 
associated with neurodevelopmental disorders such as 
intellectual disability [5], autism, and schizophrenia [6]. 
Chromosomal inversions can disrupt the normal struc-
ture of genes, leading to abnormal expression and caus-
ing diseases such as hemophilia A [7].

Currently, computational methods of structural vari-
ation (SV) detection are primarily divided into three 
categories: alignment-based, assembly-based, and deep 
learning-based approaches.

Alignment-based methods directly extract SV fea-
tures from alignment information and form consensus 
SV calls by combining overlapping reads. The primary 
advantage of these methods lies in their computational 
efficiency, particularly with large-scale genomic data, 
often outperforming assembly-based methods in pro-
cessing speed. Tools such as cuteSV[8], Sniffles [9], 
SVIM [10], and DeBreak [11] utilize alignment infor-
mation generated by aligners to rapidly call SVs, mak-
ing them well-suited for low-coverage datasets,On the 
HG002 Pacbio CLR dataset with a coverage of 69x, 
the accuracy of cuteSV, Sniffles, and SVIM reached 
94.78%, 93.68%, and 93.14%, respectively. On the 
HG002 ONT dataset with a coverage of 47x, their accu-
racies were 92.14%, 84.63%, and 85.95%, respectively. 
On the HG002 Pacbio CCS dataset with a coverage of 
28x, the accuracies were 94.59%, 93.65%, and 88.89%, 
respectively. In contrast, on the NA19240 dataset with 
a coverage of 40x, the accuracies dropped to 65.62%, 
60.23%, and 56.53%, respectively. Additionally, Debreak 
achieved accuracies of 93.36% for INS and 96.48% for 
DEL on the HG002 Pacbio CLR dataset. Additionally, 
the workflow for alignment-based methods is relatively 
mature, leveraging existing alignment tools like Mini-
map2 [12] and NGMLR [9]. However, these methods 
heavily rely on the accuracy of the reference genome, 
making them less effective for detecting complex SVs, 
such as large insertions and inversions. Moreover, the 
choice of alignment algorithm and parameter settings 
can significantly impact the results.Alignment-based 
methods have certain limitations. First, these methods 
heavily rely on the accuracy of the reference genome, 
and when the reference genome is incomplete, it can 
affect the detection of variants. Secondly, these meth-
ods face difficulties in detecting complex structural 
variations, especially when these variations result in 
ambiguous alignment information. Additionally, low-
coverage data can also impact their performance, as 
insufficient alignment information may lead to incor-
rect SV calls.

Assembly-based methods generate consensus 
sequences either de novo or through reference-guided 
assembly and then extract SV features by aligning the 
consensus sequences to the reference genome. These 
methods can identify large-scale genomic alterations 
and complex variants, especially those that are difficult 
for alignment-based algorithms to detect [13]. Assem-
bly-based methods perform particularly well in high-
repetitive regions and maintain high accuracy even in the 
presence of reference genome biases. However, assembly 
processes are computationally intensive and perform 
poorly with low-coverage data. Additionally, the runtime 
of assembly tools can be significant, particularly when 
deep sequencing data is required, resulting in high com-
putational costs [14].

Deep learning-based methods have made signifi-
cant progress in detecting both small variants and SVs 
in recent years. These methods use model inference 
to classify variants, surpassing traditional rule-based 
approaches. For example, BreakNet [15] and MAMnet 
[16] combine convolutional neural networks (CNNs) 
with long short-term memory (LSTM) networks to 
extract features from small regions of the genome and 
predict variants. SVision [17] converts alignment infor-
mation into images and uses CNNs to predict the prob-
ability of SVs, while Cue [18] processes short-read data by 
juxtaposing genomic intervals to generate input images 
and employs a stacked hourglass network to predict 
breakpoint locations.

Despite these advances, challenges remain for deep 
learning methods. For example, certain encoding meth-
ods are optimized for specific variant types, potentially 
overlooking hidden features in the alignment region. 
For instance, models like DeepVariant [19], which focus 
on detecting small variants (such as SNPs and Indels), 
perform well in encoding these types of variants, but 
their encoding methods fail to capture the features of 
larger structural variants , resulting in inaccurate detec-
tion of complex variants. Furthermore, models like 
SVNet [20] use relatively shallow architectures with 
fewer convolutional layers, making it difficult for them 
to capture long-range dependencies in genomic data. 
As a result, while they may perform well in detecting 
small variants, their ability to detect more complex 
variants is limited, especially when large-range depend-
encies exist in the genome. Additionally, some models, 
such as BreakNet, need to model long-range upstream 
and downstream information in genomic data to pre-
dict the precise boundaries of structural variants. Shal-
low networks, however, struggle to effectively capture 
these dependencies, causing the model to fail in accu-
rately predicting the impact area of structural variants, 
especially in cases with large variation regions.
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Against this backdrop, we developed a deep learning-
based SV prediction model called SVEA (Structural 
Variation detection with Enhanced AlexNet drchitec-
ture). SVEA leverages alignment information from Con-
cise Idiosyncratic Gapped Alignment Report (CIGAR) 
[21] strings and employs an enhanced multi-channel 
image encoding method to fully utilize all available 
information in the target region, thereby improving the 
model’s accuracy and generalization ability for detecting 
complex variants across different genomic regions. Built 
on AlexNet, the SVEA model incorporates a multi-head 
self-attention mechanism (MHSA) [22] and multi-scale 
convolutional modules [23] to enhance its ability to cap-
ture global context and multi-scale features.

Materials and methods
The workflow of SVEA, as shown in Fig.  1, consists of 
three main stages: (1) Data preprocessing: Extracting tar-
get region information from long-read alignment files in 

BAM format. (2) Embedding technology for alignment 
results: Converting the extracted data into three-channel 
images using a specific encoding strategy. (3) Prediction 
model: Training an enhanced AlexNet model incorpo-
rating a multi-head attention mechanism. After training, 
the model is applied to new genomic data to predict and 
identify the type and location of structural variations, 
ultimately generating the prediction results.

Data preprocessing
Existing methods for detecting structural variations 
often rely on specific encoding strategies tailored to dif-
ferent types of variations. This reliance on predefined 
filtering approaches may overlook latent feature infor-
mation present within the alignment regions. To miti-
gate this limitation, we propose an optimized encoding 
method that directly utilizes alignment information, 
thereby reducing dependency on predefined variation 
types. This method enables the model to autonomously 

Fig. 1 Workflow of SVEA and the architecture of the Enhanced AlexNet model. a Workflow of SVEA. b Detailed parameters of the Enhanced AlexNet 
model. c Principle of the multi-head self-attention mechanism. d Operational principle of the multi-scale convolutional module. e Comparison 
between the global average pooling layer and the fully connected layer. MHSA is multi-head self-attention; MSC is multi-scale convolution; GAP 
is global average pooling; FC is fully connected layer
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learn and extract structural variation features from the 
alignment data, fully leveraging all available informa-
tion in the target regions and enhancing the model’s 
accuracy and generalization capability for complex 
variations across diverse genomic regions. We will out-
line the specific implementation steps of this encoding 
method in detail.

To comprehensively extract structural variation infor-
mation from VCF files, we first generate high-confidence 
VCF files using SV callers or obtain rigorously vali-
dated truth set VCF files from relevant databases. Next, 
we design and implement an automated parsing script 
to systematically extract key feature information from 
the VCF files, including chromosome name (chrname), 
SV position (SV pos), variation type (SVTYPE), varia-
tion length (SVLEN), and end position (SVEND). All 
extracted data are stored in a dictionary data structure, 
with each SV represented as an individual dictionary 
object. These dictionaries are then compiled into a list for 
further in-depth analysis and research.

We dynamically adjust the read regions by setting their 
length to three times that of the structural variation. The 
selection is centered on the structural variation position. 
Given that, in VCF files, the end position for INS-type 
structural variations is typically the same as the SV pos, 

we extend one SV length beyond SV pos to determine 
the end position of the read segment (SV end). Next, we 
extend one SV length backward from the SV pos and 
another SV length forward from the SV end to form the 
final read region (sv left, sv right). We then retain the 
read segments that include these regions for analysis, as 
illustrated in Fig. 2a.

Embedding technology for alignment results
We extract read segments from the BAM file based on 
the left and right boundaries (sv left, sv right) of the read 
region and parse the CIGAR string of each segment, 
focusing on “match” (M), “insertion” (I), and “deletion” 
(D) operations. First, we identify the insertion positions 
and deletion intervals based on the segment’s coordinates 
and record the normally matched segments. For inser-
tion operations, we log their positions and lengths in the 
reference sequence and separately process the match-
ing segments before and after the insertion. For dele-
tion operations, we record the start and end positions of 
the deletion and adjust the ranges of the normal match-
ing segments accordingly. Next, we filter the insertion 
and deletion segments, retaining only those within the 
defined region and trimming any segments that extend 
beyond the boundaries. Finally, we adjust the normal 

Fig. 2 Encoding process of long-read alignment information. a Selection of read regions and read segments. b Encoding of CIGAR strings into RGB 
images. c Examples of read segment encoding and instances of the four encoding types
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matching segments according to their orientation, mark-
ing them as either forward (M+) or reverse match (M-) 
segments.

For SVTYPE labeled as “DUP”, it is difficult to distin-
guish between insertion (INS) and duplication (DUP) 
using the CIGAR string alone, because both types of 
structural variations may be represented similarly in the 
CIGAR string, such as through insertions or matches . 
The CIGAR string does not provide enough information 
about the origin or the exact position of the duplicated 
sequence, so we mark any insertion segments longer than 
50 bps within the SV pos and SV end regions as “DUP”. 
After sorting all segments, we ensure that both bound-
aries are covered and fill in blank segments (W) where 
necessary. Finally, as illustrated in Fig.  2b, we generate 
images by assigning colors to different segment types: 
red (RGB: 255, 0, 0) for insertions, green (RGB: 0, 255, 0) 
for deletions, blue (RGB: 0, 0, 255) for normal matches, 
yellow (RGB: 255, 255, 0) for duplications, cyan (RGB: 0, 
255, 255) for reverse matches, and white (RGB: 255, 255, 
255) for gap regions.

The width of the image is dynamically adjusted based 
on the total length of the segments, and the height of 
each read segment is dynamically adjusted based on 
the total number of segments, resulting in a 224×224 
pixel image for subsequent analysis and processing. The 
actual images generated for the four types of structural 
variations are shown in Fig.  2c. For INS-type structural 
variations, the central regions of multiple segments are 
encoded in red. Similarly, DEL-type structural variations 
are encoded in green in the central regions of multiple 
segments. For INV-type structural variations, most seg-
ments are encoded in cyan, as these segments match the 
reverse strand. In the case of DUP-type structural varia-
tions, the central insertion regions of multiple segments 
are encoded in yellow.

Prediction model based on attention mechanism 
and convolution network
As shown in Fig. 1b, the enhanced AlexNet model exhib-
its significant differences from the traditional AlexNet 
model in several key design aspects.

Firstly, multi-head self-attention mechanism [24] is 
applied in the second and fifth layers, enabling the model 
to capture global dependencies between distant features. 
The traditional AlexNet model primarily relies on local 
convolution operations, making it less capable of han-
dling long-range feature dependencies. By incorporating 
multi-head self-attention, the enhanced model signifi-
cantly improves its ability to process global features and 
enhance its overall flexibility.

Secondly, multi-scale convolution module [25] is used 
to significantly enhance the diversity and adaptability of 

feature extraction. The traditional AlexNet model utilizes 
convolutional filters of a single size, limiting its capac-
ity to handle features across different scales. In contrast, 
the enhanced model employs parallel multi-scale con-
volutions (7× 7, 5 × 5, 3 × 3, and 1 ×1), allowing it to extract 
information from multiple scales and thus more effec-
tively process input images with complex structures.

Thirdly, global average pooling [26] is another notable 
improvement. In the traditional AlexNet model, fully 
connected layers are used after the convolutional layers, 
which often results in a large number of parameters and 
increases the risk of overfitting, especially when handling 
large-scale datasets. The enhanced model addresses this 
by introducing a global average pooling layer at the end, 
reducing each feature map to a 1 × 1 dimension. This sig-
nificantly reduces the parameter count while retaining 
global feature information, which ultimately lowering the 
model’s complexity and improving generalization.

Finally, the batch normalization [27] is applied in 
each convolutional layer, which accelerates the train-
ing convergence and improves stability. In contrast, the 
traditional AlexNet model only uses local response nor-
malization (LRN) in certain layers, limiting the overall 
benefits of normalization techniques.

Through these four key modifications, the enhanced 
AlexNet model achieves substantial improvements in 
feature extraction, global information processing, and 
parameter efficiency compared to the traditional model, 
particularly excelling in handling complex visual tasks.

Multi‑head self‑attention mechanism
As shown in Fig. 1c, the multi-head self-attention mecha-
nism processes input features through multiple paral-
lel attention heads. Each attention head independently 
computes the relationships between different regions by 
transforming the input features into queries (Q), keys (K), 
and values (V). The heads individually calculate the atten-
tion scores and subsequently apply the softmax function 
to convert these scores into normalized weights, which 
are then used to generate the weighted context represen-
tation. The specific formula is as follows:

The matrices Q = XWQ,K = XWK , and V = XWV  rep-
resent the query, key, and value matrices, respectively, 
which are generated from the input features X using 
the weight matrices WQ,WK ,WV  . The softmax func-
tion ensures that the attention scores for each head are 
normalized into weights, which are then used to com-
pute the weighted sum, producing the final context rep-
resentation. Here, dk represents the dimensionality of 

(1)Attention(Q,K ,V ) = softmax

(

QK⊤

√

dk

)

V
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the key vectors, and it is used to scale the dot product of 
the query and key matrices to prevent large values in the 
softmax function.

The advantage of this multi-head attention mechanism 
lies in the fact that each attention head can focus on dif-
ferent feature subspaces, capturing relationships across 
various scales and regions. Through residual connec-
tions, the input features are combined with the features 
processed by the self-attention mechanism, as described 
by the following equation:

This residual connection not only preserves the origi-
nal information but also enhances the expression of 
global features, improving the model’s performance and 
stability.

In traditional convolution operations, the receptive 
field is limited by the local convolution kernel, and can 
only capture relationships between neighboring pixels. 
The calculation formula is:

In this case, W represents the convolution kernel, and ∗ 
denotes the convolution operation. However, the con-
volution operation is limited by its local receptive field, 
making it difficult to capture dependencies between 
distant pixels in the image. In structural anomaly detec-
tion tasks, images often contain complex and scattered 
features, with different anomaly patterns spanning large 
spatial regions. Relying solely on local information for 
detection may result in missed detections or false posi-
tives, especially when handling dispersed but crucial 
features.

The multi-head self-attention mechanism allows the 
model to process information from different feature sub-
spaces in parallel, thereby improving its ability to capture 
global features. The calculation formula is:

where the outputs of multiple attention heads ( headi ) 
are concatenated to form the final output representa-
tion. This enables the model to effectively combine 
information from different scales, particularly in struc-
tural anomaly detection tasks, where it can capture key 
features dispersed across various regions of the image. 
Through this mechanism, multi-head self-attention sig-
nificantly enhances the model’s ability to identify and 
classify these dispersed features.

Overall, the multi-head self-attention mechanism 
greatly improves the model’s performance in structural 
anomaly detection. By capturing global dependencies 

(2)
Output = LayerNorm(X +MultiHead(Q,K ,V ))

(3)Conv(X) = W ∗ X

(4)
MultiHead(Q,K ,V ) = Concat(head1, . . . , headh)WO

through multiple parallel attention heads and preserv-
ing local features via residual connections, this mecha-
nism reduces the model’s reliance on local features, 
mitigates noise interference, and enhances robustness 
and detection accuracy through the integration of global 
information.

Multi‑scale convolutional module
As shown in Fig.  1d, in structural anomaly detection, 
different anomaly patterns may be distributed at vari-
ous scales in the image-some involving large regions, 
while others are localized or minor changes. By using a 
multi-scale convolution module, the model can simulta-
neously extract both large-scale and small-scale image 
features, ensuring that both broad and local information 
is captured.

The core design of multi-scale convolution involves 
using convolution kernels of different sizes in parallel 
(e.g. 7× 7 , 5× 5 , and 3× 3 ) to capture features at differ-
ent scales. The calculation for the multi-scale convolu-
tion module is as follows:

Here, F7×7 , F5×5 , and F3×3 represent features extracted by 
different convolution kernels, and these features are con-
catenated along the channel dimension to form a richer 
feature representation.

The benefits of this design include: Firstly, the multi-
scale convolution module captures both global and local 
features, allowing the model to detect structural anoma-
lies spread across regions of different sizes in the same 
layer, facilitating comprehensive evaluation of multi-
ple anomaly types in an image. Second, it enhances the 
ability to detect complex anomalies, simultaneously 
addressing large structural changes and minor variations 
affecting only a few pixels. The convolution operation is 
calculated as follows:

where W represents the convolution kernel, X is the input 
feature, and ∗ denotes the convolution operation.

Additionally, multi-scale convolution increases the 
model’s robustness by avoiding the omission of key infor-
mation due to the limitations of a single-scale convolu-
tion kernel, ensuring the effective detection of anomalies 
of various shapes and sizes. The 1 × 1 convolution kernel 
is used for feature fusion, with the calculation as:

This convolution kernel serves to fuse features across dif-
ferent scales, helping the model integrate global and local 

(5)Fmulti-scale = Concat(F7×7, F5×5, F3×3)

(6)Fconv = W ∗ X

(7)F1×1 fusion = W1×1 ∗ Fmulti-scale
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information extracted from the 7× 7 , 5× 5 , and 3× 3 
kernels, resulting in richer feature representations.

The core of the convolution operation lies in using con-
volution kernels of different shapes to extract features, 
and enhancing the model’s non-linear expressiveness 
through appropriate activation functions. One com-
monly used activation function is ReLU (Rectified Linear 
Unit), which is defined as:

 where x is the input value to the activation function, 
which can be any real number. The expression max(0, x) 
represents the output of the ReLU function, where if x is 
greater than 0, it outputs x, and if x is less than or equal 
to 0, it outputs 0.

The ReLU activation function effectively avoids the 
vanishing gradient problem and has the advantage of 
high computational efficiency. By introducing a non-
linear operation, it enables the network to learn more 
complex feature representations. In the multi-scale con-
volution module, the ReLU activation function is applied 
to the feature maps produced by each convolution kernel, 
enhancing the network’s ability to represent features at 
different scales.

Through these designs, the multi-scale convolution 
module significantly enhances the model’s performance 
in structural anomaly detection tasks.

Global average pooling layer
As shown in Fig.  1e, the global average pooling (GAP) 
layer in convolutional neural networks is used to reduce 
the spatial dimensions of each feature channel to a sin-
gle value. Unlike traditional fully connected layers, GAP 
computes the average of all elements within each chan-
nel, significantly reducing the number of parameters. The 
specific calculation formula is as follows:

where F(i,  j) represents the value at position (i,  j) of the 
feature map, and H and W are the height and width of the 
feature map, respectively. By averaging the values within 
each channel, GAP generates a feature vector, avoiding 
the large number of parameters associated with fully con-
nected layers while retaining global information.

Unlike fully connected layers, GAP does not require 
learned weights, thus significantly reducing the number 
of parameters and mitigating the risk of overfitting. The 
parameter count for fully connected layers is:

(8)ReLU(x) = max(0, x)

(9)FGAP =
1

H ×W

H
∑

i=1

W
∑

j=1

F(i, j)

Here, Cin denotes the number of input channels, and Cout 
denotes the number of output channels.

In contrast, GAP has zero parameters, making the 
model more lightweight. Furthermore, GAP improves 
the model’s generalization ability, particularly in cases of 
imbalanced datasets or limited data. This pooling tech-
nique effectively preserves global information related to 
structural anomalies, ensuring that the model captures 
important global features while reducing the parameter 
count.

Therefore, the GAP layer not only plays a significant 
role in enhancing model performance and prevent-
ing overfitting but also ensures that global features are 
retained, making it highly effective in handling complex 
structural anomaly detection tasks.

Batch normalization
In structural anomaly detection tasks, the variation pat-
terns in images may spread across multiple scales and 
regions. Batch Normalization (BN) normalizes all spatial 
positions within each feature channel, making the model 
more robust in handling these cross-scale variations. 
The core of BN involves normalizing the features of each 
batch by first calculating the mean µbatch and variance 
σ 2
batch for the batch,where m is the number of samples in 

the batch:

Then, each input xi is normalized as follows:

where ǫ is a small constant to prevent division by zero. 
Compared to Local Response Normalization (LRN), 
which only normalizes local regions and may overlook 
distant feature relationships, BN is more effective in cap-
turing global dependencies. This advantage makes BN 
particularly beneficial in handling complex and dispersed 
structural anomalies, as it can better capture features that 
span across different regions of the image, enhancing 
model performance.

Another important advantage of BN is that it acceler-
ates model convergence, allowing for higher learning rates 
while reducing sensitivity to parameter initialization. In 
complex tasks like structural anomaly detection, BN helps 
prevent issues such as gradient explosion or vanishing, thus 
stabilizing the training process. BN further restores the 

(10)ParamsFC = Cin × Cout ×H ×W

(11)

µbatch =
1

m

m
∑

i=1

xi, σ 2
batch =

1

m

m
∑

i=1

(xi − µbatch)
2

(12)x̂i =
xi − µbatch
√

σ 2
batch + ǫ
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model’s representation capacity through scaling parameter 
γ and shift parameter β:

In summary, BN significantly improves the model’s gen-
eralization ability through global normalization and 
learnable parameters, making it particularly effective in 
handling complex and dispersed features.

Results
Data preprocessing and dataset
In this study, nine sequencing datasets were downloaded 
from the PacBio platform [28], including HG00512, 
HG00513, HG00514, HG00731, HG00732, HG00733, 
NA19238, NA19239 and NA19240. These datasets were 
aligned to the human reference genome GRCh38. Next, 
we used samtools [29] to sort and index the datasets, gen-
erating sorted BAM files. Details of the datasets are listed 
in Table 1. Then, we used CuteSV (version 2.1.0) to detect 
structural variants in these BAM files, producing corre-
sponding VCF files. Finally, following the encoding scheme 
described in the methods section, we converted these data 
into image form for further analysis. The data distribu-
tion for each label (INS, DEL, INV and DUP) is shown in 
Fig. 3a.

Performance metrics
We used the following evaluation metrics to measure the 
model’s performance:

(13)yi = γ x̂i + β

(14)Accuracy =
TP + TN

TP + TN + FP + FN

where TP is True Positives, TN is True Negatives, FP is 
False Positives, and FN is False Negatives. These metrics 
provide a comprehensive evaluation of the model’s clas-
sification ability across different types of structural varia-
tions from multiple perspectives.

Optimizing module for enhanced model performance 
on three datasets

This ablation study aims to evaluate the impact of the 
multi-head self-attention mechanism (MHSA) and multi-
scale convolution (MSC) on model performance. We 
compared three model configurations: (1) Structural Var-
iations Enhanced AlexNet (SVEA, including MHSA and 
MSC), (2) The model with MHSA removed but retaining 
MSC, and (3) The model with MHSA removed and MSC 
replaced with standard convolutional layers. Experi-
ments were conducted on the HG00514, HG00733, and 
NA19240 datasets, evaluating each model’s performance 
in terms of accuracy, recall and F1 score (Table 2).

SVEA performed well across all datasets, with accu-
racy ranging from 97.2% to 97.5% . By combining MHSA 
and MSC, SVEA demonstrated strong classification per-
formance on different datasets, performing best on the 
complex HG00733 dataset, where the accuracy reached 
97.5%.

When MHSA was removed, the model’s performance 
on HG00514 declined, with accuracy dropping to 96.5%. 
However, on HG00733, the model’s accuracy increased to 
97.5% after removing MHSA, indicating that the removal 
of MHSA had a positive effect on certain datasets. For 
NA19240, the impact of removing MHSA was minimal, 
with the model’s accuracy remaining nearly unchanged at 
97.1% respectively.

When MHSA was further removed and MSC was 
replaced with standard convolutional layers, the perfor-
mance improved on the HG00514 and HG00733 datasets, 
with accuracy reaching 97.1% on HG00514. However, 
performance on NA19240 significantly declined, with 
accuracy dropping from 97.1% to 95.8%. These results 
suggest that although standard convolutional layers may 
excel in certain scenarios, MSC offers superior feature 
extraction capabilities for more complex datasets.

(15)Precision =
TP

TP + FP

(16)Recall =
TP

TP + FN

(17)F1 Score =2×
Precision× Recall

Precision+ Recall

Table 1 Coverage, Average Read Length, and Total Reads for 
each dataset

Coverage: The sequencing depth, indicating how many times each base of 
the genome is sequenced. Average Read Length: The average length of each 
sequencing read, measured in base pairs. Total Reads: The total number of 
individual reads obtained from the sequencing data

Dataset Coverage1 Average Read 
Length2

Total Reads3

HG00512 19× 8465.67 8,748,716

HG00513 19× 8886.04 8,055,492

HG00514 40× 8902.38 18,271,333

HG00731 22× 8481.2 11,896,218

HG00732 23× 8156.42 11,863,150

HG00733 44× 8603.6 21,659,549

NA19238 18× 5553.22 12,776,976

NA19239 16× 5395.81 12,384,949

NA19240 37× 5445.1 26,706,454
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As shown in Table 2, For the detection of the DEL type, 
all model configurations demonstrated consistent per-
formance across the three datasets, with precision rang-
ing from 0.96 to 0.98 and F1 scores from 0.95 to 0.98, 
indicating consistently high performance. For the DUP 
type, removing MHSA led to an improvement in preci-
sion, particularly in the HG00514 and HG00733 datasets, 
where precision increased to between 0.96 and 0.97, and 

F1 scores also improved. However, in the NA19240 data-
set, the performance of the model after removing MHSA 
remained the unchanged or slightly declined.

For the INS type, detection was stable across all 
configurations, with precision and F1 scores show-
ing minimal variation, consistently ranging between 
0.97 and 0.99. The detection of the INV type, however, 
showed significant fluctuations. The baseline model 

Fig. 3 Performance Evaluation of SVEA Across Various Datasets and Configurations. a Detailed composition of each dataset analyzed. b Overall 
accuracy and F1-score results from five-fold cross-validation results across the HG00514, HG00733, and NA19240 datasets. c Accuracy, precision, 
and recall for each label during five-fold cross-validation on the HG00514, HG00733, and NA19240 datasets. d Performance results when using 
HG00514 and HG00733 as the training sets and NA19240 as the validation set. e Performance results when using HG00514 and NA19240 
as the training sets and HG00733 as the validation set. f Performance results when using NA19240 and HG00733 as the training sets and HG00514 
as the validation set
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performed suboptimally on INV detection, especially 
in the HG00514 and NA19240 datasets, with F1 scores 
of 0.72 and 0.74, respectively. After removing MHSA, 
INV detection performance improved in the HG00733 
and NA19240 datasets, with notable increases in preci-
sion and F1 scores. However, when MSC was replaced 
with standard convolutional layers, INV detection per-
formance in HG00514 and NA19240 almost failed, indi-
cating that multi-scale convolution is critical for INV 
detection feature extraction.

Comparing the ablation study results, SVEA superior 
detection performance across DEL, DUP, INS, and INV 
variation types. This was particularly evident in detect-
ing the complex INV type, where MSC played a crucial 
role. The ablation study reveals that removing MHSA and 
MSC caused performance declines of varying degrees 
across multiple variation types. Specifically, the removal 
of MSC resulted in almost zero precision and F1 scores 
for the INV type, highlighting the importance of MSC for 
extracting features in complex variation types. Similarly, 
the inclusion of MHSA improved the detection accu-
racy of DEL and DUP variations and ensured high recall 
and F1 scores. Therefore, the combination of MHSA and 
MSC significantly enhanced the model’s performance in 
handling diverse structural variations, providing strong 
robustness and accuracy across all datasets.

In the early stages of model optimization, we con-
ducted some preliminary ablation experiments, includ-
ing replacing the global average pooling layer with a fully 
connected layer or omitting the batch normalization 
layer. The experimental results indicated that, under the 
same hyperparameters, these modifications led to a sig-
nificant decrease in detection performance, with almost 
no effective detections, and only a small portion of inser-
tions were identified. Furthermore, when we adjusted the 
hyperparameters to bring the model’s accuracy closer to 
that of the SVEA model, the model’s convergence speed 
was slower, with convergence time being 1x to several 
times longer than that of the SVEA model. These results 
suggest that both the global average pooling layer and 
batch normalization play a crucial role in accelerating 
convergence and improving accuracy within the model.

Performance analysis of SVEA via five‑fold cross‑validation 
on three datasets
In this study, to comprehensively evaluate the model’s 
generalization capability across different types of struc-
tural variations, we performed five-fold cross-validation 
on three datasets (HG00514, HG00733, NA19240). The 
five-fold cross-validation process involved splitting each 
dataset into five subsets, with one subset used as the vali-
dation set and the remaining four subsets used for train-
ing. This process was repeated five times, and the average 

result across these experiments represented the mod-
el’s overall performance on the dataset. This approach 
allowed us to thoroughly assess the model’s classification 
performance across different structural variation types 
(INS, DEL, DUP, INV).

Given that the number of INV samples in each data-
set was significantly lower than other types of structural 
variations (such as INS and DEL), we combined INV 
samples from nine datasets for five-fold cross-validation. 
This approach aimed to address the issue of insufficient 
INV samples, ensuring that the model encountered a suf-
ficient number of INV samples during training and vali-
dation. This strategy enhanced the model’s ability to learn 
and detect this type of variation, improving its generali-
zation and detection performance.

As shown in Fig.  3b, the model’s overall performance 
across the three datasets HG00514, HG00733, and 
NA19240 was consistent. The average accuracy for 
HG00514 was 96.57% with an F1-score of 0.97. Similarly, 
HG00733 had an average accuracy of 96.36% with an 
F1-score of 0.96, while NA19240 showed an accuracy of 
97.22% and an F1-score of 0.97. Overall, the model dem-
onstrated high accuracy and F1-scores across these three 
datasets, indicating strong generalization capability when 
handling different types of structural variations.

As illustrated in Fig.  3c, the model performed excep-
tionally well on INS and DEL types, with F1-scores close 
to 0.98, showing that the model could effectively identify 
and detect these types while maintaining a good balance 
between precision and recall. Although the F1-scores for 
the DUP type were generally high (ranging from 0.93 to 
0.96), some fluctuations were observed. In contrast, the 
model’s performance on the INV type was noticeably 
lower than for the other types, with F1-scores of 0.72 
(HG00514), 0.77 (HG00733), and 0.74 (NA19240). Par-
ticularly in some folds, the recall for the INV type was 
zero, resulting in a significant drop in the F1-score, likely 
due to the limited number of INV samples affecting the 
model’s generalization capability.

In summary, our approach exhibited strong perfor-
mance across multiple types of structural variations, 
especially for INS and DEL, consistently achieving high 
F1 scores and stable results across datasets. By employ-
ing five-fold cross-validation and combining datasets to 
mitigate the scarcity of INV samples, we significantly 
enhanced the model’s generalization capability in detect-
ing complex variations.

Performance analysis of SVEA via independent validation 
on nine datasets
Cross-dataset cross-validation is designed to comprehen-
sively evaluate the generalization capability of the model, 
particularly in terms of its adaptability across different 



Page 12 of 15Qiu et al. Journal of Translational Medicine          (2025) 23:221 

datasets and structural variation types. This validation 
approach allows for an in-depth assessment of the mod-
el’s stability and performance variations when applied 
to data from diverse sources, providing a more accurate 
reflection of its practical applicability and broad utility. In 
this part of the experiments, we divided the cross-dataset 
cross-validation into two stages. Subsequently, we will 
present and discuss the specific results of these valida-
tions and conduct a detailed analysis of the model’s gen-
eralization performance.

Cross‑dataset performance analysis of SVEA
In the first stage, we used two out of the three datasets 
(HG00514, HG00733, and NA19240) for model training, 
while the remaining dataset was used for validation. This 
cross-validation approach aimed to evaluate the model’s 
generalization capability on unseen datasets. By alter-
nately using two of the three datasets for training and one 
for validation, we were able to thoroughly test the model’s 
adaptability and stability in a cross-dataset setting.

The results from the first stage, shown in Fig.  3d–f, 
indicate that the model’s performance is consistent across 
different datasets, especially for the DEL, DUP, and INS 
structural variation types, where the training and testing 
F1-scores are consistently close to or above 0.98, demon-
strating exceptional stability. The INS type, in particular, 
frequently achieved an F1-score of 0.99. This suggests 
that the model can effectively learn the features of these 
variation types and generalize well to unseen datasets.

Specifically, when HG00514 and HG00733 were used 
as the training set and NA19240 as the testing set, the 
model achieved an accuracy of 98.19% and an F1-score 
of 0.98 on the testing set. When HG00514 and NA19240 
were used for training and HG00733 for testing, the test-
ing set accuracy was 97.86% with an F1-score of 0.98. 
In the experiment where HG00733 and NA19240 were 
used for training and HG00514 for testing, the testing set 
accuracy reached 98.37%, and the F1-score was also 0.98. 
Overall, the model’s performance across different testing 
sets was relatively balanced, demonstrating strong gener-
alization ability.

However, due to the limited number of INV samples, 
the model’s performance on this variation type showed 
significant fluctuations, making the results less reliable. 
Therefore, we do not discuss the INV results in detail. In 
the future, increasing the number of INV samples, apply-
ing data augmentation techniques, or using weighted loss 
functions could improve the model’s performance on 
INV types.

Performance analysis of SVEA on six independent datasets
In the second stage, we combined HG00514, HG00733, 
and NA19240 as the training set, using six other 

datasets for validation. This setup allowed us to test 
the model’s performance on a more diverse range of 
data and assess its generalization ability when trained 
on multiple datasets. Since the sample distribution and 
characteristics of these six validation sets may signifi-
cantly differ from the training set, cross-dataset vali-
dation reveals whether the model remains stable when 
faced with complex and non-uniformly distributed 
data.

For validation, six datasets were used: HG00512, 
HG00513, HG00731, HG00732, NA19238, and 
NA19239. The experiment primarily evaluated overall 
accuracy, F1 score, recall, as well as the precision, F1 
score, and recall for the four main types of structural 
variations (DEL, DUP, INS and INV). In Fig.  4a, the 
results showed that the overall accuracy across all data-
sets ranged between 98.87% and 99.06%, with overall F1 
scores and recall values both at 0.99, indicating that the 
model has good generalization capability across differ-
ent datasets.

For the four types of structural variations, as shown 
in Fig.  4b–d, the DEL type performed the best, with 
all datasets achieving a precision, F1 score, and recall 
of 0.99, demonstrating the model’s excellent perfor-
mance in detecting deletions. The detection of DUP 
types showed slight variation across different datasets, 
with precision ranging between 0.96 and 0.98, and F1 
scores and recall values mostly around 0.98, indicat-
ing that the model maintained stability in identifying 
duplications, although performance slightly declined in 
the HG00731 and NA19238 datasets. The performance 
for INS types was also quite stable, with precision, F1 
scores, and recall values close to 0.99 across all data-
sets, reflecting the model’s high accuracy in insertion 
detection.

In contrast, the performance for INV types was weaker 
and more variable. Particularly in the HG00512 and 
HG00513 datasets, precision and F1 scores were lower, 
at 0.83 and 0.78, and 0.89 and 0.73, respectively, indicat-
ing the model’s limitations in detecting inversions. In the 
NA19238 and NA19239 datasets, the F1 score and recall 
dropped further to 0.36 and 0.72, showing that the model 
struggled with inversion detection, especially in datasets 
with fewer samples. This could be due to the imbalance 
or complexity of inversion features.

In summary, the model performed excellently in 
detecting the common structural variation types (DEL, 
DUP, INS), demonstrating strong stability and generali-
zation ability. However, detecting inversion types (INV) 
remains a significant challenge. Future improvements 
should focus on data augmentation and simulated data to 
further enhance the model’s overall performance across 
different datasets.
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Comparison of SVEA with other models
To further demonstrate the performance of SVEA, we try 
to compare it with other deep learning-based structural 
variation (SV) detection methods, including SVision [17], 
SVcnn [30], and cnnLSV [31]. However, since the com-
plete code for these models is unavailable, we were unable 
to run them directly on our dataset. Instead, we con-
structed the models based on descriptions in the papers 
and implemented them on our dataset. Despite this, 
these models represent different architectural approaches 
and design philosophies, such as SVision using AlexNet, 
SVcnn utilizing LeNet, and cnnLSV implementing a con-
volutional neural network. As a result, we compare our 
method with these models based on their respective deep 
learning architectures and evaluate their performance 
accordingly.

The dataset was divided into a training set and a valida-
tion set: the training set comprised HG00514, HG00733, 
and NA19240 for model training and parameter optimi-
zation, while the validation set consisted of HG00512, 

HG00513, HG00731, HG00732, NA19238, and NA19239 
to evaluate the models’ generalization capability on 
unseen data. By comparing the performance of these 
models on the validation set, we aimed to reveal their 
differences in accuracy and other key metrics, thereby 
assessing the potential advantages of our own model 
in this task and providing clear guidance for further 
optimization.

As shown in Fig.  4e, the Enhanced AlexNet model 
achieved consistently high accuracy across all six data-
sets, with the best performance on the HG00512, 
HG00731, and HG00732 datasets. In terms of F1 score, 
all models performed similarly across different data-
sets, achieving 0.99, indicating a uniform classification 
balance.

For each label, all models achieved precision, F1 
score, and recall of 0.99 on the INS and DEL labels, fur-
ther demonstrating stable performance on these labels. 
For the DUP label, the precision, F1 score, and recall 
were relatively close across models, with the Enhanced 

Fig. 4 Performance Analysis of SVEA on Six Independent Datasets (a) Accuracy across the six datasets. b Precision for each label on the six datasets. 
c F1 score for each label on the six datasets. d Recall for each label on the six datasets. e Accuracy comparison of multiple models across different 
datasets. f Precision of multiple models for the INV label. g Recall of multiple models for the INV label. h F1 score of multiple models for the INV label
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AlexNet model performing best, achieving between 0.98 
and 0.99 in all three metrics. The other models (LeNet, 
CNN, and AlexNet), though slightly behind, maintained 
stable performance on the DUP label, with precision and 
F1 scores mostly above 0.97, indicating consistent classi-
fication performance across models on the DUP label.

In the subsequent analysis, we focused primarily on 
the transitional segment of the INV label. This is due to 
the considerable variability in classification performance 
on the INV label, with significant differences observed 
across models. Further analysis of the INV label helps us 
better understand model stability across different data-
sets and sample sizes, particularly when dealing with lim-
ited samples and complex structural variations. As shown 
in Fig. 4f–h, the Enhanced AlexNet model stood out on 
certain datasets, achieving a maximum precision of 0.94, 
along with high F1 score and recall. The performance of 
other models fluctuated significantly on the INV label, 
with LeNet and AlexNet showing the lowest precision, 
dropping to 0.33 and 0.36, and F1 scores and recall also 
decreasing to 0.35 and 0.4, respectively, indicating weaker 
stability when handling the INV label. Comparatively, the 
Enhanced AlexNet showed the most stable performance 
on the INV label, followed by AlexNet and CNN, while 
LeNet exhibited the lowest classification accuracy and 
consistency. On the NA19238 dataset, the four models 
(the Enhanced AlexNet, LeNet, CNN, AlexNet) show 
significant differences in classification performance on 
the INV label, especially given the small sample size of 
only 10. Although the Enhanced AlexNet has lower pre-
cision (0.33), recall (0.4), and F1 score (0.36) compared 
to AlexNet on this dataset, this can be attributed to the 
extremely limited number of INV samples, which leads 
to greater variability in model training and evaluation 
outcomes.

Overall, the Enhanced AlexNet model demonstrated 
higher accuracy and consistency in classifying the DUP 
and INV labels, especially showing significant advantages 
on the more challenging INV label. This result suggests 
that Enhanced AlexNet possesses superior adaptability 
and robustness in multi-label classification tasks.

Conclusion
This study presents and validates SVEA, a deep learning 
model designed for structural variation prediction. SVEA 
integrates a multi-head self-attention mechanism and a 
multi-scale convolutional module within the traditional 
AlexNet architecture, significantly enhancing the model’s 
ability to capture global context and multi-scale features. 
By employing an innovative multi-channel image encod-
ing method based on CIGAR strings, SVEA effectively 
leverages alignment information, improving detection 
accuracy and generalization across different genomic 

regions. This approach not only extracts valuable fea-
tures from alignment data but also processes the data in 
an image-based manner, further enhancing the model’s 
understanding and handling of complex variations.

Experimental results show that SVEA outperforms 
existing SV prediction models in terms of accuracy and 
F1 score, highlighting the unique advantages of combin-
ing advanced deep learning architectures with innovative 
image encoding methods. This combination enables the 
model to achieve higher stability and precision in detect-
ing a wide range of structural variations, particularly in 
detecting complex genomic alterations.

Despite these promising results, challenges remain, 
particularly in predicting rare variations and complex 
genomic regions. Future research will focus on further 
optimizing SVEA’s architecture to enhance its ability to 
predict rare variations and improve the encoding method 
to better differentiate between duplications and inser-
tions, reducing reliance on predefined variant types. 
Additionally, future work will focus on improving the 
model’s accuracy and robustness when handling more 
complex and fine-grained structural variations, aiming to 
achieve broader applicability.
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