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Abstract 

Background Parkinson’s Disease (PD) is a neurodegenerative disorder, and eye movement abnormalities are a sig-
nificant symptom of its diagnosis. In this paper, we developed a multi-task driven by eye movement in a virtual reality 
(VR) environment to elicit PD-specific eye movement abnormalities. The abnormal features were subsequently mod-
eled by using the proposed deep learning algorithm to achieve an auxiliary diagnosis of PD.

Methods We recruited 114 PD patients and 125 healthy controls and collected their eye-tracking data in a VR envi-
ronment. Participants completed a series of specific VR tasks, including gaze stability, pro-saccades, anti-saccades, 
and smooth pursuit. After the tasks, eye movement features were extracted from the behaviors of fixations, saccades, 
and smooth pursuit to establish a PD diagnostic model.

Results The performance of the models was evaluated through cross-validation, revealing a recall of 97.65%, 
an accuracy of 92.73%, and a receiver operator characteristic area under the curve (ROC-AUC) of 97.08% for the pro-
posed model.

Conclusion We extracted PD-specific eye movement features from the behaviors of fixations, saccades, and smooth 
pursuit in a VR environment to create a model with high accuracy and recall for PD diagnosis. Our method provides 
physicians with a new auxiliary tool to improve the prognosis and quality of life of PD patients.
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Introduction
Parkinson’s Disease (PD) is a complex, multi-systemic 
neurodegenerative disorder and the second most com-
mon neurodegenerative disease after Alzheimer’s dis-
ease  [1]. Due to the close relationship between the 
human visual system and structures such as the basal 
ganglia and brainstem, abnormal eye movements are 
frequently observed in PD patients  [2]. Some literature 
show that PD patients exhibit eye movement abnormali-
ties, which can manifest in the early stages of the disease, 
sometimes preceding motor symptoms such as tremors, 
rigidity, motor impairments, and postural instability [3–
5]. Therefore, eye movements play an essential role in the 
early diagnosis and treatment of PD.

Existing diagnostic methods for PD include routine 
clinical examination   [6], neuroimaging techniques  [7], 
dopamine transporter (DAT) scans [8], and genetic test-
ing [9], but these methods still have limitations. Routine 
clinical examinations rely on physicians assessing the 
patient’s medical history and performing neurological 
examinations [6]. However, symptoms typically appear in 
the mid-to-late stages of the disease, making early detec-
tion challenging. Neuroimaging techniques, such as mag-
netic resonance imaging (MRI), brain ultrasound, and 
positron emission tomography (PET) scans, are valuable 
tools for diagnosing neurological diseases [7]. Neverthe-
less, they are expensive, complex, and difficult to server 
as the long-term monitors for tracking and recording 
the PD progresses. DAT scans are useful for assessing 
the functional status of dopaminergic neurons  [8], but 
they are costly and have limited effectiveness in distin-
guishing non-motor symptoms, such as eye movement 
abnormalities. Furthermore, genetic testing can identify 
genetic predispositions related to PD, such as specific 
gene mutations, but it is limited in early-stage or non-
familial cases due to the lack of clear genetic markers in 
many patients [9]. These limitations make early diagnosis 
and timely treatment of PD challenging, highlighting the 
urgent need to explore new methods to complement the 
existing PD diagnostic process.

In this work, we focus on the importance of eye move-
ments in the diagnosis of PD.Previous research has 
indicated that abnormal eye movement is a significant 
clinical symptom in PD patients, and is a sensitive and 
specific marker for PD patients and high-risk popula-
tions  [10–13]. These abnormalities can effectively dis-
tinguish between PD patients and healthy individuals. 
Research indicates that eye movement abnormalities 
in PD patients are associated with the behaviors of sac-
cades, fixations, and smooth pursuit, are closely related 
to the severity and progression of PD, and may appear 
even before the onset of motor symptoms. However, 
current studies have focused mainly on a certain aspect 

of eye movement behaviors. One aspect of research has 
investigated saccadic tasks in PD patients, reporting 
that spontaneous saccadic impairments and decreased 
saccadic amplitudes occur in the early stage of the dis-
ease. Specifically, symptoms of early PD patients mainly 
manifest as impaired saccades in complex saccadic 
movements, such as anti-saccades  [14]. As the disease 
progresses, the severity of anti-saccade involvement 
increases, resulting in decreased saccade accuracy 
and prolonged saccade latency [15]. Another aspect of 
research on fixation tasks has reported that PD patients 
have shorter fixation durations and are more suscepti-
ble to stimulus-induced attentional distraction [16, 17]. 
A further aspect suggests that PD patients have signifi-
cantly lower gain values for smooth pursuit eye move-
ment (SPEM, i.e., the ratio of eye speed to target speed) 
than healthy individuals, indicating significant differ-
ences in target tracking [2].

Previous research has often used a single task to elicit 
partial behaviors of specific eye movement. We designed 
multiple visual tasks to elicit specific eye movements 
related to the behaviors of fixations, saccades, and 
smooth pursuit, which contributes to improving the 
diagnosis of patients with PD. However, the completion 
of these tasks can significantly extend testing time, which 
can lead to increased fatigue and reduced attention 
among subjects, ultimately compromising the distinc-
tiveness of eye movement features. Some studies have 
reported that elderly individuals exhibit a decrease in sac-
cade duration and an increase in fixation duration during 
prolonged visual tasks [18]. As eye fatigue increases, fixa-
tion durations also tend to increase [19]. Moreover, with 
prolonged task duration, smooth pursuit performance 
decreases, and fixation position errors increase [20]. PD 
patients also exhibit decreased saccade duration and 
increased fixation duration during visual tasks [21], along 
with a decrease in smooth pursuit gain [2].

To address the issues above, we introduce virtual real-
ity (VR) technology for the clinical diagnosis of PD. By 
providing eye-tracking-driven tasks with various attrac-
tions and interests in a VR environment, we can achieve 
a high level of ecological validity  [22], maintain partici-
pants’ attention, and increase their participation. Addi-
tionally, VR headsets can effectively mitigate external 
interference, such as changes in lighting conditions and 
movements of people or objects  [23], thereby reduc-
ing the influence of external interference in eye-tracking 
tests and providing more reliable medical data for effec-
tive disease diagnosis.

We develop a series of tasks driven by eye movements 
in a VR environment to differentiate between healthy 
individuals and PD patients. The main contributions of 
this work are as follows:
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• We designed four VR tasks to elicit specific eye 
movement features related to the behaviors of fixa-
tions, saccades, and smooth pursuits in PD patients.

• In the VR environment, participants performed four 
visual tasks while synchronously recording their eye 
movement data and extracting specific eye move-
ment features.

• We propose a deep learning model to analyze specific 
eye movement behaviors for the automated diagno-
sis of PD. The results demonstrate that compared to 
traditional learning algorithms, the proposed model 
is more effective in capturing the dynamic features 
of PD patients’ visual behavior and provides better 
accuracy in differentiating between healthy individu-
als and PD patients.

Methods
The framework of the entire system is shown in Fig.  1. 
The main process was as follows: first, eye-tracking data 
were collected from PD patients and healthy individuals 
engaged in VR visual tasks (Stage 1). Then, eye movement 
features related to the behaviors of fixations, saccades, 
and smooth pursuit were extracted from the eye-tracking 
data (Stage 2). A dataset was subsequently constructed 
on the basis of these eye movement features and labels. 
Finally, on the basis of the dataset, we integrated multi-
ple features into one model by using learning algorithms 
to establish the correspondence between eye movement 
features and the disease, namely the PD diagnostic clas-
sification model (Stage 3). The classification model made 
it possible to distinguish between healthy individuals and 
PD patients.

Participants and apparatus
All participants, including healthy control (HC) and 
PD groups, were recruited from the Department of 

Fig. 1 Overall flowchart of the system for the automatic diagnosis of PD in a VR environment. The system was mainly divided into three steps, 
including multi-task scenarios, data processing and labeling, and learning classification. The yellow circle represents the location of the gaze
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Neurology at the Second Affiliated Hospital of Dalian 
Medical University. The experimental procedures were 
reviewed and approved by the Biological and Medical 
Ethics Committee of the Second Affiliated Hospital of 
Dalian Medical University, ensuring compliance with the 
principles of the Helsinki Declaration. Participants in the 
control group had no history of neurodegenerative dis-
eases or other neurological disorders and had normal or 
corrected-to-normal vision. Each participant in the study 
received an explanation of the informed consent form 
and provided their signature to confirm their consent. 
Each participant in the PD group underwent a motor 
examination via the motor section of the Unified PD Rat-
ing Scale (UPDRS III)  [24]. Demographic and clinical 
information was recorded for the subjects in the PD and 
HC groups, as shown in Table 1.

In the experiment, we employed a generic Helmet 
Mounted Display (HMD) device (HTC Vive Pro Eye). 
The virtual environment was created and rendered using 
the Unity engine (version 2018.3.17f1). The device was 
connected to a computer (Intel Core i5-8400, 6 cores 
@ 2.8GHz, GeForce GTX 1060 6GB) and performed 
four visual tasks while monitoring the subjects’ eye 
movements.

Multi‑task scenario in VR: task scenario design
For the multi-task visual-searching scenario of VR, we 
designed four tasks to elicit PD-specific eye movement, 
as shown in Fig. 2A, B, C, and D. The four tasks include 
gaze stability, pro-saccade, anti-saccade, and smooth pur-
suit. The differences in eye movement behavior between 
PD patients and healthy individuals are described below.

Gaze stability task (Fig.  2A): At the beginning of the 
task, the participants were given instructions to focus 
their gaze on a central screen that displayed a cartoon 
character, as shown in Fig.  2A. During the task, they 
had to maintain their gaze on the target without being 
distracted by the sudden appearance of objects on the 
periphery. These distractors appeared randomly, and the 
participants did not know their location or timing. Com-
pared with PD patients, HC individuals exhibit relatively 
good gaze stability, keeping the eyes relatively fixed when 

gazing at a static target. In contrast, PD patients show 
poor gaze stability, characterized by eye tremors or irreg-
ular movements, and are more susceptible to the influ-
ence of changes in the surrounding environment.

Pro-saccade task (Fig. 2B): This task was presented like 
a whack-a-mole game. In this task, participants were 
required to gaze at a target, depicted as a mole, as shown 
in Fig.  2B. When a target appeared, participants main-
tained their gaze on it for 300 milliseconds, after which 
the target disappeared. They waited for the next target 
to appear (which was different from the previous one). 
Compared with PD patients, HC individuals can perform 
rapid and accurate saccades, such as quickly shifting their 
gaze from one target to another, as seen in activities like 
a whack-a-mole game. In contrast, PD patients demon-
strate slowed or irregular saccades, reducing saccade 
speed and accuracy.

Anti-saccade task (Fig.  2C): In this task, the partici-
pants were instructed to avoid focusing their gaze on the 
target, represented by yellow polyhedrons, as shown in 
Fig. 2C. Instead, they were required to look at the oppo-
site side where the target appeared, essentially the mirror-
image position of the target. The targets were randomly 
placed in four different locations. Each target remained 
visible for approximately 2 to 3  s before reappearing in 
a new location. The participants were expected to track 
the target in the opposite direction. Compared with PD 
patients, HC individuals typically exhibit accurate tar-
geting of the mirrored position of the target. However, 
PD patients display impairments in backward saccades, 
including slowed speed, decreased accuracy, and errone-
ous anti-saccades.

Smooth pursuit task (Fig. 2D): At the beginning of the 
task, the participants focused on a black “cross” at the 
center of the screen. After two seconds, the black “cross” 
disappears. Participants were then asked to maintain 
their gaze on a designated target object, represented as 
a 3D helicopter, as shown in Fig. 2D. This target moved 
in a sinusoidal pattern at a constant velocity of either 
20

◦/s or 30◦/s along the horizontal axis, covering a range 
from − 20 degrees to + 20 degrees relative to the head’s 
center. During the smooth pursuit trial, the participants 
were instructed to ensure that their eye position was 
aligned with the center of the screen. Compared with PD 
patients, HC individuals exhibit proficient smooth pur-
suit ability, accurately tracking and maintaining gaze on 
a moving target. In contrast, PD patients show reduced 
accuracy, decreased tracking speed, and instability in 
smooth pursuit, potentially resulting in difficulties when 
processing targets in dynamic environments.

Figure  2 shows an example of real eye-tracking data 
for one trial in the HC and PD groups. Differences 
in eye-tracking trajectories exist between healthy 

Table 1 Demographic and clinical characteristics of the PD and 
HC groups

Reported values are mean ± standard deviation

Subjects HC (n = 125) PD (n = 114) p‑value

Sex (% Male) 59 (47.46%) 52 (45.54%) 0.845

Age 63.64 ± 6.9 66.95 ± 8.84 0.101

Education level (year) 9.30 ± 3.20 9.39 ± 3.13 0.742

PD duration – 1.66 ± 1.98 –

UPDRS III – 10.42 ± 13.49 –
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individuals and PD patients when performing visual 
tasks. These results highlight specific differences in eye 
movement behavior, providing important insights for 
further understanding and diagnosing the eye-tracking 
features of PD.

Multi‑task scenario in VR: experimental procedure
During the experiment, participants were tasked with 
completing the visual operations in VR environment. 
Participants were instructed to sit in a specific position 
and wear the VR headset with eye-tracking technol-
ogy to record their eye movement trajectories. Before 
the experiment, operators calibrated each participant’s 
headset, focal distance, and eye tracking. Participants 
were instructed to keep their heads as still as possi-
ble to minimize the impact of head movements on the 
experimental results.

Multi‑task scenario in VR: data collection
Data collection was a significant step in the experiment, 
recording participants’ eye movements as they completed 
tasks. Eye-tracking data (see Fig. 1, Multi-task scenarios 
in VR), including direction, velocity, and gaze position, 
were recorded in real-time during the execution of visual 
tasks. After the experiment ended, the eye movement 
data were stored on a computer and subjected to data 
organization and cleaning to remove any anomalies, thus 
ensuring data reliability and accuracy. These data serve as 
the foundation for subsequent data analysis and interpre-
tation of the results.

Data was cleaned for quality. When conducting inter-
group comparisons, it is crucial to maintain uniformity 
in eye-tracking quality across different clinical sites or 
testing operators. Therefore, data points with an aver-
age calibration error of 5 degrees or more were excluded, 
resulting in the exclusion of 12 PD patients and 7 healthy 
individuals. Independent t-tests were utilized to compare 

Fig. 2 Multi-task scenario in VR: task scenario design. The horizontal trajectories of the target and eye movements for the HC and PD groups, 
along with the experimental task scenarios. The A diagram represents the eye gaze with the constant position. During periods of continuous visual 
stimulation, the B diagram represents directional saccades, the C diagram represents oppositely directed saccades, and the D diagram represents 
smooth pursuit. The yellow circle represents the location of the gaze
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the calibration accuracy measurements between groups. 
The results indicated no significant differences in cali-
bration accuracy between PD patients and the HC group 
(t-test: average calibration accuracy, p > 0.05). This step 
was taken to ensure fairness in comparisons and the reli-
ability of the data.

Extraction of eye movement features: processing of eye 
movement data
Raw eye-tracking data were obtained by recording eye 
movements via a built-in camera while completing 
multi-visual tasks in the VR environment. After that, we 
conducted data preprocessing operations in MATLAB 
(version 2021a, The MathWorks, Inc.), accurately iden-
tifying the behaviors of saccades, fixations, and smooth 
pursuit while ensuring data quality. We mainly detect 
fixations and saccades from raw eye-tracking data. A 
fixation is a period of focused attention on a single loca-
tion, whereas a saccade is a quick jump between two 
fixations [25]. In this process, we also apply median filter-
ing to the raw eye-tracking data. Median filtering helps 
reduce noise and smooth coordinate data, ensuring the 
accuracy of subsequent feature detection. The fixation-
saccade detection algorithm is based on the Buscher 
method [26, 27]. Figure 3 shows the trajectories of partic-
ipants’ horizontal eye movements in both the HC and PD 
groups during the visual tasks, alongside the horizontal 

movement of targets. The behaviors of fixations, sac-
cades, and smooth pursuit were identified within the eye-
tracking trajectories.

Extraction of eye movement features: calculation of eye 
movement features
The key to establishing the PD diagnostic model is to ade-
quately describe the dynamic eye neural network output 
as a set of numerical features (see Fig.  1, Data process-
ing & labeling). We categorized eye movement behaviors 
into three types: saccades, fixations, and smooth pursuit, 
and described the features of these behaviors.

Fixation category  [28]: Total Duration of Fixations 
(TDF), Total Number of Fixations (TNF), Mean Dura-
tions of Fixations (MDF). The recognition of fixations 
is based on the Buscher method  [26, 27]. This method 
requires consecutive data points to be gathered in a lim-
ited area within the shortest time possible to be consid-
ered a fixation. A fixation is identified when the original 
data sample stays within a 1◦ diameter for at least 100 ms.

Saccade category: Mean Saccade Latency (MSLT) [29], 
saccade Error Rate (ER) [12], Scan path Length (SL), Scan 
path Duration (SD)  [30], and Rate of Saccade/Fixation 
(Rsf ) [31].

• The MSLT represents the average time interval from 
the onset of the target to the eyes’ gaze on the target. 

Fig. 3 Extraction of eye movement features: processing of eye movement data. The horizontal trajectories of the target and eye tracking, where (A) 
and (B) correspond to the HC and PD groups, respectively. The red lines represent fixations, the purple lines represent saccades, and the blue lines 
represent smooth pursuit movement. The gray lines represent the trajectory of the target movement
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Let us denote the total number of target appearances 
in a visual task as Ntotal . For the i-th target event, let 
Ti denote the time of target appearance and T ′

i  denote 
the time when the eyes first gaze at it. The interval 
of time between them is T ′

i − Ti

(

Ti < T ′
i

)

 , then the 
MSLT can be described via the following mathemati-
cal formula: 

• The ER indicates the frequency at which the eye fails 
to gaze at the target when it appears successfully. 
Nerror is the number of instances where the eyes fail 
to gaze at the target. The ER is represented as 

• The SL is the trajectory obtained by connecting fixa-
tion points in any saccade sequence with straight 
lines, describing the static coverage pattern of the 
eyes when observing a stimulus  [32]. This metric 
reflects the trajectory of eye movement on the stim-
ulus surface, providing information on how visual 
attention is distributed on the stimulus. N is denoted 
as the number of fixation points generated during 
the task completion. The coordinates of the i-th fixa-
tion point are denoted as (xi, yi) (i = 1, 2,..., N). The 
distance between the i-th fixation point and the (i + 
1)-th fixation point can be expressed as 

 The SL can be calculated by summing the distances 
between all adjacent fixation points, expressed as 
follows: 

• The SD represents the time it takes for the eyes to 
complete the total scan path. The time difference 
between the i-th fixation point at time Ti and the 
(i + 1)-th fixation point at time Ti+1 is denoted as 
(Ti+1 − Ti) . Thus, the SD can be expressed as: 

• The Rsf represents the proportion of time allocated 
between saccades and fixations, indicating the dis-
tribution of eye movement patterns. Let the SD be 
denoted as TSD and the TDF as TTDF , and then the 
Rsf can be expressed as 

(1)TMSLT =
1

Ntotal

∑N

i=1
(T ′

i − Ti)

(2)QER = Nerror/Ntotal

(3)si =

√

(xi+1 − xi)
2 +

(

yi+1 − yi
)2

(4)SSL =
∑N−1

i=1
si

(5)TSD =
∑N−1

i=1
(Ti+1 − Ti)

(6)QRsf = TSD/TTDF

Smooth pursuit category: Smooth Pursuit Gain (SG) [33]. 
The SG value is the ratio of eye speed to target speed, 
used to measure the efficiency of eye movements for 
tracking moving targets. In the smooth pursuit task, 
when the target is moving at velocity Vtarget(t) , and the 
eye tracking velocity is Veye(t) , the SG can be expressed 
as:

where, E{·} represents the mean value.

Model establishment: establishment of a classification 
model
In this paper, we propose a hybrid model to build a clas-
sifier with robust generalization performance, which 
combines Inception v3  [34], ECA (Efficient Channel 
Attention) mechanism  [35], and a convolutional neural 
network (CNN), called Inception-ECA-CNN. The main 
structure of the hybrid model includes an Inception v3 
module, an ECA module, a CNN module, and a fully 
connected module, as shown in Fig. 4.

Firstly, we utilized the Inception v3 module to extract 
multi-scale features using one-dimensional convolu-
tion with different kernel sizes. The parallel convolution 
operations increase the network’s width and enhance the 
richness of feature representation. The convolution ker-
nel sizes are set to 1 × 1 or 1 ×3.

Secondly, the output of the Inception v3 module is fed 
into an ECA mechanism to enhance attention weights 
on feature dimensions. The ECA module adjusts feature 
weights through Global Average Pooling (CAP) and one-
dimensional convolution operations, strengthening the 
representation of important features and suppressing 
irrelevant ones, thereby improving the model’s focus on 
critical features.

Thirdly, the features adjusted by the ECA module are 
further processed using one-dimensional convolution 
and pooling layers to extract more advanced feature rep-
resentations. The convolution kernel sizes are set to 1 × 3. 
Finally, the extracted features are flattened and fed into 
a fully connected layer for binary classification. The fully 
connected layer learns the mapping between the final 
features and the categories, and outputs binary classifica-
tion probabilities using a sigmoid activation function to 
complete the entire classification task.

In summary, we established an efficient one dimen-
sional binary classification model by combining the 
multi-scale feature extraction capability of the Inception 
v3 module, the feature weighting capability of the ECA 
module, and the feature extraction and classification 
capabilities of CNN. The design of the proposed model 
leverages the advantages of each module, facilitating 

(7)GSG = E
{

Veye(t)/Vtarget(t)
}
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in-depth exploration of important features and thereby 
improving classification accuracy.

Model establishment: model training
The classification models were implemented in Python 
using the sklearn [36], Tensorflow, and Keras [37] librar-
ies. We focused here on building a classifier that can 
detect PD patients effectively. A 5-fold nested cross-
validation method  [38] was employed on the training 
set to evaluate the performance of the classifier with the 
repeated creation of validation samples. The training 
set was partitioned into five disjoint subsets of approxi-
mately equal size. The model was then trained on four 
subsets, while the remaining subset was used as the vali-
dation set for performance evaluation. This procedure 

was repeated five times, with each subset serving as the 
validation set once. The average of the five performance 
measurements on the validation sets provided the cross-
validated performance metric. Additionally, another 
independent cohort (15 PD patients and 11 healthy con-
trols) was used as a validation set in each fold to evaluate 
the performance of the classifier [39–41].

Model establishment: performance evaluation 
of the classifiers
We compared the proposed model with various machine 
learning and deep learning algorithms during the evalu-
ation process. Specifically, we compared the following 
machine learning algorithms: Logistic Regression (LR), 
Linear Discriminant Analysis (LDA), K-Nearest Neighbors 

Fig. 4 Model establishment: establishment of a classification model. The structure of the Inception-ECA-CNN model
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(KNN), Decision Trees (DT), Neural Networks (NN), 
Naive Bayes (NB), Gradient Boosting (GB), Random For-
ests (RF), and Support Vector Machines (SVM). Addition-
ally, we also considered deep learning algorithms, including 
CNN, Inception and Inception-ECA. By comparing the 
performance of these algorithms, we can assess the advan-
tages and effectiveness of the proposed hybrid model in PD 
diagnosis.

Evaluation metrics
In this paper, we introduced several evaluation met-
rics [42], including accuracy, precision, recall, and f1-score, 
to evaluate the performance of the classifier. These metrics 
are calculated as follows:

(8)Accuracy =
TP + TN

TP + TN + FP + FN

(9)Precision =
TP

TP + FP

(10)Recall =
TN

TP + FN

where TP, FP, FN, and TN are the calculated true posi-
tives, false positives, false negatives, and true negatives, 
respectively. We take PDs as the positive samples and 
HCs as the negative samples. In addition, we derived the 
receiver operating characteristic (ROC) curves and area 
under the curve (AUC) values to show specific details for 
the experimental results.

Experimental results
Statistical analysis of eye movement features
Independent sample t-tests were performed on the eye 
movement features of all participants, revealing signifi-
cant differences between the PD group and the HC group 
under different visual tasks, including gaze stability, pro-
saccades, anti-saccades, and smooth pursuit, as shown in 
Fig. 5.

In the gaze stability task (see Fig. 5A), MDF, TDF, and 
SD in the PD group significantly decreased, while TNF, 
SL, and Rsf significantly increased. In the pro-saccades 
task (see Fig. 5B), the PD group exhibited significant dif-
ferences in TNF, TDF, SL, SD, Rsf, ER, and MLTP. Spe-
cifically, TNF, TDF, SL, and SD decreased in the PD 

(11)F1−score =2×
Precision× Recall

Precision+ Recall

Fig. 5 Statistical analysis of eye movement features. The significant relationship of eye movement features in various tasks. We designed four 
typical eye movement tasks: A—gaze stability task, B—pro-saccades task, C—anti-saccades task, and SPEM task (with target speeds of 20◦ /s 
and 30◦/s, denoted as D and E, respectively). Compared with the HC group, differences between the groups were marked with an asterisk (∗) , 
with significance levels of ∗p < 0.05,∗∗ p < 0.01,∗∗∗ p < 0.001 , and a confidence level of 95%
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group, while Rsf, ER, and MLTP increased. Addition-
ally, the results of the anti-saccade task (see Fig.  5C) 
revealed that MDF and TDF decreased, SL, Rsf, ER, and 
MLTP increased in the PD group, while TNF signifi-
cantly increased and was different from the pro-saccades. 
In the smooth pursuit task (see Fig.  5D), when the tar-
get speed was 20◦/s, the PD group exhibited differential 
performance in terms of TNF, MDF, TDF, Rsf, and SG. 
Specifically, TNF, MDF, and TDF increased in the PD 
group, while Rsf and SG decreased. When the target 
speed was 30◦ /s (see Fig. 5E), SL, Rsf, and SG decreased 
significantly in the PD group, while TNF, MDF, and TDF 
increased significantly. In summary, the results of these 
tasks suggested that the HC and PD groups may have dif-
ferent characteristics and mechanisms in gaze stability, 
pro-saccades, anti-saccades, and smooth pursuit tasks.

Detection and prediction
As shown in Fig. 5, there were differences in eye move-
ment features between the HC group and the PD group. 
We separately employed machine learning and deep 
learning algorithms to establish a PD diagnostic model 
by integrating multiple differential eye movement fea-
tures. We compared nine machine learning algorithms 
(KNN, SVM, RF, LR, LD, DT, NN, NB, and GB), and 
three deep learning algorithms (CNN, Inception, and 

Inception-ECA). Finally, we used sample data to evaluate 
the performance of the classification model, thereby veri-
fying its effectiveness and accuracy. 

Table 2 shows the accuracy of each model in diagnosing 
PD. The results showed that the model established by the 
proposed model has higher accuracy, with an accuracy 
rate of 92.73%, which is better than those of the other 
methods. To further validate the performance of the 
model, the accuracy results on the independent set were 
presented in Table.3. In addition, ROC curves and AUC 
values were employed to evaluate the performance of 
various models. As shown in Fig. 6, the proposed model 
quickly reaches optimal performance during early train-
ing, consistently outperforming other methods across the 
entire range. The AUC value of 97.08% further confirms 
the excellent performance of the proposed model in PD 
diagnosis. These results imply that the proposed model 
demonstrates superior accuracy in distinguishing PD 
patients from healthy individuals, making it a highly reli-
able method.

Discussion
In this work, we identified PD-specific eye movement 
features by analyzing the significant differences between 
the eye movement behaviors of PD patients and healthy 
individuals. In the VR scenario, we incorporated four 

Table 2 Experimental results of different classifiers for PD patients and healthy controls

The best performance is indicated in bold

Methods Accuracy (%) Precision (%) Recall (%) F1‑score (%) AUC (%)

KNN 81.28 ± 3.01 83.42 ± 2.67 74.33 ± 7.64 78.37 ± 4.29 87.90 ± 3.23

SVM 78.96 ± 4.12 77.82 ± 6.18 77.29 ± 7.23 77.20 ± 4.04 88.43 ± 2.31

RF 78.99 ± 3.96 78.22 ± 5.17 76.38 ± 10.12 76.76 ± 5.17 86.28 ± 2.55

LR 77.62 ± 4.42 75.99 ± 2.30 75.43 ± 10.66 75.34 ± 6.05 88.78 ± 2.33

LD 76.70 ± 5.31 77.05 ± 4.68 71.52 ± 13.71 73.26 ± 8.01 87.03 ± 4.21

DT 74.85 ± 6.27 73.76 ± 7.08 71.33 ± 7.10 72.39 ± 6.44 76.58 ± 8.20

NN 81.30 ± 4.09 80.87 ± 4.64 78.33 ± 9.37 79.24 ± 5.09 85.30 ± 3.17

NB 78.51 ± 6.16 78.68 ± 8.12 74.33 ± 6.96 76.23 ± 6.32 86.10 ± 2.96

GB 79.42 ± 6.41 78.70 ± 6.44 76.33 ± 9.85 77.28 ± 6.98 86.94 ± 3.90

CNN 89.09 ± 3.91 87.17 ± 2.40 84.71 ± 14.22 85.06 ± 7.17 95.29 ± 4.32

Inception 90.91 ± 1.44 81.68 ± 2.75 98.82 ± 2.35 89.38 ± 1.51 96.34 ± 0.37

Inception-ECA 90.91 ± 1.44 82.22 ± 1.99 97.65 ± 2.88 89.24 ± 1.72 96.08 ± 0.79

Our 92.73 ± 1.70 85.70 ± 3.15 97.65 ± 2.88 91.22 ± 1.97 97.08 ± 0.88

Table 3 Experimental results of using different classifiers to classify PD patients and healthy controls in the validation set

Accuracy (%) on different methods, mean and standard deviation (Std)

Methods KNN SVM RF LR LD DT NN NB GB CNN Inception Inception‑ECA Our

Mean 79.23 83.85 84.62 83.08 75.38 77.69 86.92 83.08 88.00 89.09 90.00 90.00 92.31

Std 1.88 1.54 4.87 3.92 7.13 10.43 4.62 1.88 5.22 1.88 5.22 3.92 1.88
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typical eye movement tasks: gaze stability, pro-saccades, 
anti-saccades, and smooth pursuit. Additionally, eye 
movement features were extracted from the behaviors 
of fixations, saccades, and smooth pursuit. These tasks 
provided valuable insights into the neural mechanisms 
underlying eye movement control. By focusing on the 
significant differences in eye movement features between 
the two groups, the model was able to capture the under-
lying patterns of eye movement, improving its accuracy 
in distinguishing PD patients from healthy individuals.

Relationships between abnormal eye movement 
and clinical symptoms in PD patients
In the gaze stability task (see Fig. 5A), PD patients exhib-
ited significantly lower MDF and TDF, indicating a 
reduced ability to maintain stable gaze. Concurrently, 
increased TNF and Rsf suggest the activation of compen-
satory mechanisms to mitigate oculomotor instability. 
These changes are likely linked to basal ganglia dysfunc-
tion, which hampers precise eye movement control and 
disrupts visual stability  [43]. These findings underscore 
the critical importance of gaze stability in preserving vis-
ual coherence for individuals with PD.

In the pro-saccade and anti-saccade tasks (see Fig. 5B 
and C), the PD group demonstrated decreased MDF 
and TDF alongside increased Rsf, ER, and MLTP. These 
results reflect challenges in initiating and executing accu-
rate saccades, with anti-saccades showing more pro-
nounced deficits. The greater difficulty with anti-saccades 
suggests a specific vulnerability in tasks requiring inhibi-
tory control and voluntary redirection of gaze, processes 
reliant on the cortical-basal ganglia-superior colliculus 
pathway and prefrontal dopamine regulation [44]. These 

results underscore the progressive cognitive challenges 
faced by PD patients in complex visual tasks.

In the smooth pursuit task (see Fig.  5D and  E), the 
results indicated that the PD group had significantly 
lower SG values ( p < 0.05 ), suggesting difficulty in esti-
mating the speed and direction of moving targets. This 
impairment is likely due to dysfunction in the cortical 
visual areas and disrupted pathways between the pon-
tine nucleus and cerebellum [45]. The decrease in SPEM 
gain may result from impaired coordination among 
multiple brain regions. Specifically, the caudate nucleus 
receives the fiber region of the frontal eye field and the 
feedback loop between the basal ganglia and thalamus, 
and pathophysiological changes of these structures may 
lead to decreased SPEM gain in PD patients  [46]. Addi-
tionally, the similarity between the functional structure 
of the SPEM task and the saccadic eye movement system 
further supports the notion that these structural impair-
ments contribute to the decreased SPEM gain in PD 
patients.

In summary, these findings highlight the diverse impact 
of PD on oculomotor tasks. Anti-saccades showed more 
pronounced deficits than pro-saccades, suggesting that 
the additional cognitive demands of suppressing reflex-
ive responses contribute to the impairment. Similarly, 
the reduced SG during smooth pursuit indicates difficul-
ties in coordination across interconnected neural path-
ways. These task-specific abnormalities offer valuable 
insights into the neuropathological mechanisms of PD 
and emphasize the potential of specific eye movement 
features as biomarkers for early diagnosis, disease moni-
toring, and therapeutic intervention.

Performance analysis of learning algorithms
In this paper, we aimed to distinguish between PD 
patients and healthy individuals by assessing their visual 
behavioral characteristics in VR scenarios. We com-
pared the proposed algorithm with machine learning 
and deep learning algorithms to assess their respective 
classification accuracies. When selecting a suitable diag-
nostic model, we prioritized having a high recall rate 
before focusing on classification accuracy. In this way, PD 
patients can be distinguished from healthy individuals as 
accurately as possible, minimizing the risk of misdiag-
nosis. As shown in Table 2, we found that the proposed 
model has higher classification accuracy than the other 
algorithms, with an accuracy rate of 92.73%, and a high-
level ROC-AUC score of 97.08% (see Fig. 6). Additionally, 
the classification performance shown in Table  3 further 
validates that the proposed model consistently outper-
forms other methods on the independent set. These 
results indicate that the proposed model can more effec-
tively diagnose and identify PD patients, even though 

Fig. 6 Detection and prediction. ROC curves and AUC values 
of machine learning and deep learning classifiers
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some healthy people may be misdiagnosed as PD patients 
without missing actual patients and delaying their treat-
ment. Therefore, the proposed model is a promising 
option to achieve accurate prediction of PD by maintain-
ing a high accuracy rate.

Although our research demonstrated the potential of 
using eye movement abnormalities in a VR environment 
to assist in the accurate diagnosis of PD, it still has some 
limitations. The study was based on cross-sectional data. 
However, this approach may not capture the evolution of 
eye movement features as the disease progresses. There-
fore, future research should focus on collecting longi-
tudinal data, and tracking and recording changes in eye 
movement patterns, aiming to get a deeper understand-
ing of how the patterns evolve as the disease progresses. 
Furthermore, our research approach may also provide 
potential value in the assessment of other neurodegener-
ative diseases (i.e. Alzheimer’s disease), and brain health. 
This indicates that subsequent studies could explore the 
application of eye movement abnormalities in these dis-
eases, thereby providing more comprehensive tools for 
early screening, monitoring disease progression, and 
evaluating the effectiveness of therapeutic interventions.

Conclusion
We utilized eye movement features of visual behavior in 
a VR environment for predicting PD. We designed four 
basic visual tasks to obtain eye movement features and 
model them using the proposed model to establish a 
diagnostic model for PD. Compared with binary classifi-
cation provided by machine learning and deep learning 
algorithms, the proposed model can accurately predict 
PD with an accuracy rate of 92.73%, and a high-level 
ROC-AUC score of 97.08%, eliminating subjectivity. This 
achievement is of great significance to neurosurgeons, as 
it not only simplifies the diagnostic process but also pro-
vides the possibility of further personalized treatment. By 
utilizing the established PD model, physicians can accu-
rately determine whether a patient has PD based on eye 
movement data, enabling them to devise more effective 
treatment plans and better address the needs of patients.
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